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Abstract: - Video surveillance takes place normally by using CCTV cameras (Closed Circuit Television) for
monitoring or surveillance for intruder detection in case of emergencies in hospitals, shopping malls, banking
sectors, personal purpose automation and so on. Later Video fusion approach also used for monitoring such systems.
Due to time delay, we cannot get the update information for every minute or second and so it is not possible to
detect the intruder in an appropriate time. These systems use the moving average algorithm to store the monitored
images. Firstly, the basic principle of moving object detecting is given by the Background Subtraction algorithm.
Then, a self-adaptive background model that can update automatically and timely to adapt to the slow and slight
changes of natural environment is detailed. When the subtraction of the current captured image and the background
reaches a certain threshold, a moving object is considered to be in the current view, and the mobile phone will
automatically notify the central control unit or the user through phone call, SMS (Short Message System) or other
means.
Keyword: Video surveillance, SMS, image, Background Subtraction algorithm.

I. INTRODUCTION
Closed circuit television (CCTV) has been

increasingly deployed across Queensland public
authorities for a variety of visual surveillance
purposes. These purposes span incident monitoring,
detection and deterrence, contributing to the safety of
the public, personnel and property. The use of CCTV
extends to operational areas such as traffic
monitoring on roads, rail and at sea, and the provision
of evidence in Queensland courts. Effectively
managing CCTV records as public records may
present significant challenges. Issues which may need
to be addressed by public authorities include the
proliferation of proprietary visual surveillance
systems and encodings, overcoming poor picture
quality owing to the lack of operational standards, the
divergence in business processes to manage the
records, and a lack of recognition of the total cost of
ownership in managing records throughout their
lifecycle.

Background modeling is an important
component of many vision systems. Existing work in
the area has mostly addressed scenes that consist of
static or quasi-static structures. When the scene
exhibits a persistent dynamic behavior in time, such
an assumption is violated and detection performance
deteriorates. In this paper, we propose a new method
for the modeling and subtraction of such scenes.
Towards the modeling of the dynamic characteristics,
optical flow is computed and utilized as a feature in a
higher dimensional space. Inherent ambiguities in the
computation of features are addressed by using a data
dependent bandwidth for density estimation using
kernels. Extensive experiments demonstrate the
utility and performance of the proposed approach.

Increased computational speed of processors
has enabled application of vision technology in
several fields such as: Industrial automation, Video
security, transportation and automotive. Background
subtraction forms an important component in many
of these applications. The central idea behind this
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module is to utilize the visual properties of the scene
for building an appropriate representation that can
then be utilized for the classification of a new
observation as foreground or background. The
information provided by such a module can then be
considered as a valuable low level visual cue to
perform high level object analysis tasks such as
object detection, tracking, classification and event
analysis.

The magnitude of the deviation between the
predicted and actual observation can then be used as
a measure of change. Predictive mechanisms of
varying complexity have been considered in the
literature. Several authors [16, 17] have used a
Kalman-filter based approach for modeling the
dynamics of the state at a particular pixel.

II. RELATED WORK
Many methods have been used for

background modeling. Although most of these
methods deal only with axed camera, they provide a
good starting point for a moving camera scene.
Simple methods include averaging the pixels at a
particular location, taking the median of all the values
at a location, and calculating spatially weighted
values in order to reduce the effect of outliers.
Managing Closed Circuit Television:

In recent years a combination of perceptions
and fears of increased street crime and advances in
technology has seen an upsurge in the use of closed
circuit television (CCTV) as a tool in tackling crime
in public places. Many private companies and a
number of local government authorities have initiated
trials in the use of CCTV, and the technology is also
being used in a number of ways in the public
transport system. Because CCTV is relatively new, it
is still not clear how effective it is in deterring or
reducing crime. Research evidence so far suggests
that it can be an effective strategy in situational crime
prevention at a local level, but only as one of a range
of crime prevention strategies. It appears from the
research that CCTV may be effective in addressing
property crime and some types of assault and
robbery. Evidence also suggests that the benefits of
CCTV surveillance fade after a period of time, and
that displacement may occur, that is, the crime may
simply move to other areas away from the CCTV
surveillance, or there may be a shift to different sorts

of crime which are less susceptible to CCTV
surveillance.

For these reasons, CCTV on its own can do
little to address long term crime prevention. CCTV
should only be considered as one part of an integrated
crime prevention strategy and should be installed on
a trial basis subject to rigorous evaluation as to its
effectiveness. These Guidelines have been developed
by the NSW Government to provide a policy
framework and a set of underlying principles to assist
agencies considering CCTV as a possible response to
local community safety concerns.
Efficient hierarchical:

Detecting moving objects by using an
adaptive background model is a critical component
for many vision-based applications. Most background
models were maintained in pixel-based forms, while
some approaches began to study block-based
representations which are more robust to non-
stationary backgrounds. In this paper, we propose a
method that combines pixel-based and block-based
approaches into a single framework. We show that
efficient hierarchical backgrounds can be built by
considering that these two approaches are
complementary to each other. In addition, a novel
descriptor is proposed for block-based background
modeling in the coarse level of the hierarchy.
A Texture-Based Method:

Various visual features may be used to
model backgrounds, including intensity, color,
gradient; motion, texture, and other general filter
responses. Color and intensity are probably the most
popular features for background modeling, but
several attempts have been made to integrate other
features to overcome their limitations. There are a
few algorithms based on motion cue [18], [21]. In
[20], spectral, spatial, and temporal features are
combined, and background/foreground (Fig.1)
classification is performed based on the statistics of
the most significant and frequent features. Recently, a
feature selection technique was proposed for
background subtraction.
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Figure 1. System Architecture

III. KERNEL DENSITY  APPROXIMATION
Model-based approaches involving

probability density function are common in
background modeling and subtraction, and we
employ Kernel Density Approximation (KDA) [3],
[7], where a density function is represented with a
compact weighted sum of Gaussians whose number,
weights, means, and covariances are determined
automatically based on mean shift mode-finding
algorithm. In our framework, each visual feature is
modeled by KDA independently and every density
function is 1D. (Fig.2) By utilizing the properties of
the 1D mean-shift mode-finding procedure, the KDA
can be implemented efficiently because we need to
compute the convergence locations for only a small
subset of data.

Figure 2. Background Modeling.
The background probability of each pixel for

each feature is modeled with a Gaussian mixture
density function.1 There are various methods to
implement this idea, and we adopt KDA, where the
density function for each pixel is represented with a
compact and flexible mixture of Gaussians. The
KDA is a density approximation technique based on
mixture models, where mode locations (local
maxima) are detected automatically by the meanshift

algorithm and a single Gaussian component is
assigned to each detected mode.

P(X1)
Model update is obtained by simply updating the
buffer of the background values in fifo order by
selective update in this way, “pollution” of the model
(7) by foreground values is prevented. However,

complete model estimation of also requires the
estimation of (which is assumed diagonal for
simplicity). This is a key problem in KDE. In [7], the
variance is estimated in the time domain by analyzing
the set of differences between two consecutive
values.
Clustering:

Cluster analysis is an unsupervised learning
method that constitutes a cornerstone of an intelligent
data analysis process. It is used for the exploration of
inter-relationships among a collection of patterns, by
organizing them into homogeneous clusters. It is
called unsupervised learning because unlike
classification (known as supervised learning), no a
priori labeling of some patterns is available to use in
categorizing others and inferring the cluster structure
of the whole data. Intra-connectivity is a measure of
the density of connections between the instances of a
single cluster.
Hierarchical Clustering:

The hierarchical methods group data
instances into a tree of clusters. There are two major
methods under this category. One is the
agglomerative method, which forms the clusters in a
bottom-up fashion until all data instances belong to
the same cluster. The other is the divisive method,
which splits up the data set into smaller cluster in a
top-down fashion until each cluster contains only one
instance. Both divisive algorithms and agglomerative
algorithms can be represented by dendrograms. Both
agglomerative and divisive methods are known for
their quick termination. However, both methods
suffer from their inability to perform adjustments
once the splitting or merging decision is made.
Density-based Clustering:

Density-based clustering algorithms try to
find clusters based on density of data points in a
region. The key idea of density-based clustering is
that for each instance of a cluster the neighborhood of
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a given radius (Eps) has to contain at least a
minimum number of instances (Min Pts). One of the
most well known density-based clustering algorithms
is the DBSCAN [9]. DBSCAN separate data points
into three classes
 Core points. These are points that are at the

interior of a cluster. A point is an interior
point if there are enough points in its
neighborhood.

 Border points. A border point is a point that
is not a core point, i.e., there are not enough
points in its neighborhood, but it falls within
the neighborhood of a core point.

 Noise points: A noise point is any point that
is not a core point or a border point.

Grid-based Clustering:
Grid-based clustering algorithms first

quantize the clustering space into a finite number of
cells (hyper-rectangles) and then perform the
required operations on the quantized space. Cells that
contain more than certain number of points are
treated as dense and the dense cells are connected to
form the clusters. Some of the grid-based clustering
algorithms are: STatistical INformation Grid-based
method STING Wave Cluster, and Clustering in
Quest CLIQUE.
Classification:

Once an appropriate mechanism for density
approximation is built, the next step is to determine a
classification mechanism for the observed data
(Fig.3). Classification may be performed by
thresholding on the probability of a new observation
to belong to the background. However, two
observations need to be taken into account:
• The threshold should be adaptive and determined
based on the uncertainty or spread of the background
distribution at a particular pixel (called entropy in
information theory).
• Any available prior information about the
foreground distribution should be utilized.

Figure 3. Classification

IV. EXPERIMENTAL EVALUATION

In video surveillance systems, stationary
cameras are typically used to monitor activities at
outdoor or indoor sites. Since the cameras are
stationary, the detection of moving objects can be
achieved by comparing each new frame with a
representation of the scene background. This process
is called background subtraction and the

Figure.4 Background Subtraction Modeling
Scene representation is called the background model.
Typically, background subtraction forms the first
stage in an automated visual surveillance system
(Fig.4). Results from background subtraction are
used for further processing, such as tracking targets
and understanding events.
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Illumination changes:
Gradual change in illumination, as might

occur in outdoor scenes due to the change in the
location of the sun;
• Sudden change in illumination as might occur in an
indoor environment by switching the lights on or off,
or in an outdoor environment by a change between
cloudy conditions.
• Shadows cast on the background by objects in the
background itself (e.g., buildings and trees) or by
moving foreground objects.
Motion changes:
• Image changes due to small camera displacements
(these are common in outdoor situations due to wind
load or other sources of motion which causes global
motion in the images);
• Motion in parts of the background, for example, tree
branches moving with the wind or rippling water.
K-Means Algorithm

The continuous k-means algorithm is faster
than the standard version and thus extends the size of
the datasets that can be clustered. It differs from the
standard version in how the initial reference points
are chosen and how data points are selected for the
updating process. In the standard algorithm the initial
reference points are chosen more or less arbitrarily.
In the continuous algorithm reference points are
chosen as a random sample from the whole
population of data points. If the sample is sufficiently
large, the distribution of these initial reference points
should reflect the distribution of points in the entire
set. Another difference between the standard and
continuous k-means algorithms is the way the data
points are treated. During each complete iteration, the
standard algorithm examines all the data points in
sequence. In contrast, the continuous algorithm
examines only a random sample of data points. If the
dataset is very large and the sample is representative
of the dataset, the algorithm should converge much
more quickly than an algorithm that examines every
point in sequence.
 For each center we identify the subset of training

points (its cluster) that is closer to it than any
other center;

 The means of each feature for the data points in
each cluster are computed, and this mean vector
becomes the new center for that cluster.

These two steps are iterated until the centers
no longer move or the assignments no longer change.

Then, a new point x can be assigned to the cluster of
the closest prototype.
Experiment results:

Two types of experiments have been
performed on the modified K-means. The first type
focuses on filtering out spike noise, while the second
tests the algorithm’s ability to remove Gaussian noise
with different blur radii.
a.Removal of Spike Noise:

A flattened image with multicolor
Illuminated Line Segment based Markers and noise
in the form of spurious black pixels can be
observed(Fig 5). The noise data points are circled for
the purpose of clarity. The same image is shown after
the modified Kmeans algorithm has cleaned the data.
Further experiments on synthetic data from a
standard ping-pong ball style marker show that the
modified K-means algorithm also is capable of
cleaning this data successfully.
b.Removal of Gaussian Noise:

The modified K-means algorithm is then
used to remove this noise and recapture the data. The
results of the experiments show that the Gaussian
noise is completely removed regardless of the radius.
It shows that the number of data points recaptured
naturally decreases as the radius of the Gaussian
noise
increases. However, it is also shown that the
degradation of performance occurs gradually, as
oppose to abruptly, when the radius is increased up to
2.5 pixel.
Median Filter:

Various authors have argued that other
forms of temporal average perform better than that
shown in Lo and Velastin in proposed to use the
median value of the last n frames as the background
model. Cucchiara et al. in [4] argued that such a
median value provides an adequate background
model even if the n frames are sub sampled with
respect to the original frame rate by a factor of 10. In
addition, [4] proposed to compute the median on a
special set of values containing the last n, sub-
sampled frames and w times the last computed
median value. This combination increases the
stability of the background model.
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Figure 5. K-means Clustering
The main disadvantage of a median-based

approach is that its computation requires a buffer
with the recent pixel values. Moreover, the median
filter does not accommodate for a rigorous statistical
description and does not provide a deviation measure
for adapting the subtraction threshold.
Image Variations

Their main statement is that neighboring
blocks of pixels belonging to the background should
experience similar variations over time. Although this
assumption proves hue for blocks
belonging to a same background object(Fig 6) (such
as an area with tree leaves), it will evidently not hold
for blocks at the border of distinct background
objects (this is likely the cause of several false
detections shown in [12], appearing at the borders of
different background objects). Instead of working at
pixel resolution, it works on blocks of N x N pixels
treated as an N2 component vector. This trades off
resolution with better speed and stability.

Figure.6 Background Subtraction Verification

- For each block, a certain number of time
samples is acquired; the temporal average is
fust computed and the differences between the
samples and the average are called the image
variations;

- The N2 x N2 covariance matrix is computed
with respect to the average and an eigenvector

transformation is applied reducing the
dimensions of the image variations from N2 to
K. A neighboring block, U, is considered, with
its current input value; the corresponding
current Eigen image variation is computed,
called z (u,i)

- The L-nearest neighbors to tu in the
eigenspace, zed, are found and zu expressed as
their linear interpolation

Alerting System:
After detecting the changes in video frames,

we are alerting the central control unit or the user
through SMS using the GSM Modem. A GSM
modem is a wireless modem that works with a GSM
wireless network. A wireless modem behaves like a
dial-up modem. The main difference between them is
that a dial-up modem sends and receives data through
a fixed telephone line while a wireless modem sends
and receives data through radio waves. A GSM
modem is a specialized type of modem which accepts
a SIM card, and operates over a subscription to a
mobile operator, just like a mobile phone. From the
mobile operator perspective, a GSM modem looks
just like a mobile phone. When a GSM modem is
connected to a computer, this allows the computer to
use the GSM modem to communicate over the
mobile network. While these GSM modems are most
frequently used to provide mobile internet
connectivity, many of
them can also be used for sending and receiving SMS
messages.

V. CONCLUSION

We have introduced a multiple feature
integration algorithm for background modeling and
subtraction, where the background is modeled with a
generative method and background and foreground
are classified by a discriminative technique. KDA is
used to represent a probability density function of the
background for RGB, gradient, and Haar-like
features in each pixel, where 1Dindependent density
functions are used for simplicity. A feature selection
algorithm can be seen as the combination of a search
technique for proposing new feature subsets, along
with an evaluation measure which scores the different
feature subsets. The server will pass the small
message like”Intruder Found”. After receiving the
text message the owner can view the detected image
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by using GPRS supported mobile using. This entire
application was deployed in web logic server so it
will give response to client requests.
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